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Abstract

Background: Knee osteoarthritis (OA) is a prevalent joint disease. Clinical prediction models consider a wide range 
of risk factors for knee OA. This review aimed to evaluate published prediction models for knee OA and identify 
opportunities for future model development.

Methods: We searched Scopus, PubMed, and Google Scholar using the terms knee osteoarthritis, prediction model, 
deep learning, and machine learning. All the identified articles were reviewed by one of the researchers and we recorded 
information on methodological characteristics and findings. We only included articles that were published after 2000 
and reported a knee OA incidence or progression prediction model.

Results: We identified 26 models of which 16 employed traditional regression-based models and 10 machine learning 
(ML) models. Four traditional and five ML models relied on data from the Osteoarthritis Initiative. There was significant 
variation in the number and type of risk factors. The median sample size for traditional and ML models was 780 
and 295, respectively. The reported Area Under the Curve (AUC) ranged between 0.6 and 1.0. Regarding external 
validation, 6 of the 16 traditional models and only 1 of the 10 ML models validated their results in an external data set.    
 
Conclusion: Diverse use of knee OA risk factors, small, non-representative cohorts, and use of magnetic resonance 
imaging which is not a routine evaluation tool of knee OA in daily clinical practice are some of the main limitations of 
current knee OA prediction models.   

Level of evidence: III
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Introduction

Osteoarthritis (OA) is the most prevalent joint 
disease and a leading cause of chronic pain and 
disability in the United States and around the 

world.1,2 Knee OA affects one-fifth of Americans aged 
45 years and older and accounts for more than 80% of 
the global burden of osteoarthritis.23و Since the mid-20th 

century, knee OA has doubled in prevalence, even after 
accounting for the effects of age and body mass index 
(BMI).4 

Although there are several treatments that provide 

symptomatic relief in knee OA, their benefits are 
sometimes overweighed by adverse effects.5-7 Knee OA 
has a progressive course, and despite extensive research, 
there are no effective medical treatments to slow down the 
disease progression.8 Even after total knee arthroplasty 
(TKA), 6% to 30% still experience persistent knee pain.9-

11 Precise prediction of disease incidence and progression 
is important  to delay or prevent the onset of cartilage 
degeneration by correcting modifiable risk  factors such 
as obesity and varus malalignment. Prediction models 
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into two groups according to statistical methodology: 
traditional regression-based models and  ML models. We 
extracted the following information from each article: 
Author, year of publication, data source, sample size, risk 
factors and imaging data (predictor variables), statistical 
methodology, outcome definitions, calibration, results 
from external validation, and limitations addressed in the 
paper or according to the checklist of items on TRIPOD 
(Transparent Reporting of a multivariable prediction 
model for Individual Prognosis Or Diagnosis) reporting 
guidelines related to study development and validation.44  

 
Results

From 1,645 papers published after the year 2000, we 
identified a total of 26 prediction models of which 16 
employed traditional regression-based methods and 
10 ML methods. There was substantial variation in the 
number and types of predictors included in knee OA 
prediction models. Table 1 lists the predictors included 
in traditional models and Table 2 lists the predictors 
included in ML models. While age, BMI, sex, and 
radiographic findings were the most common predictor 
variables included in traditional models, income, waist 
circumference, blood biomarkers, genetic markers, and 
MRI findings were rarely included [Table 1]. The most 
common predictor variables in ML models were age, BMI, 
and radiographic and MRI markers [Table 2]. Although 
none of the ML models included genetic data, medication 
and family history; income, nutrition characteristics, knee 
stiffness, and concomitant affected joints were included 
in some ML models. On average about 25% of traditional 
and 20% of ML models used demographic data other 
than just age and sex such as education, income, and 
family history. Medical history (e.g., underlying diseases 
and concomitant joint diseases) and blood biomarkers 
(e.g., serum and urine biomarkers or genetic data) were 
included in three and five traditional models, respectively. 
Only three ML models included medical history and one 
ML model included blood biomarkers, respectively. A 
total of 13 traditional models used radiographic markers 
and only 2 used MRI markers. The use of radiographic (5 
studies) and MRI markers (4 studies)  was more common 
in ML models. The most Most used radiographic markers 
were Kellgren-Lawrence (KL) grade and MRI markers of 
cartilage and meniscus morphology.

Tables 3 and 4 provide an overview of methodological 
characteristics and main findings in traditional [Table 3] 
and ML [Table 4] prediction models. While half of the ML 
models used data from the Osteoarthritis Initiative (OAI) 
cohort, only 4 of the 16 traditional models used OAI data, 
and the data sources for the traditional models were more 
heterogeneous than the ML models. The median sample 
sizes for traditional and ML models were 780 (range = 
105 – 40,118) and 295 (range = 68 – 5,749), respectively. 
Almost all the traditional models used logistic regression 
for model development except one model which used 
Lasso regression. ML models used a variety of learning 
algorithms and feature engineering, including  ANN (2 
studies), Bayesian network (2 studies), random forest (2 
studies), and KNN (2 studies) [Table 4].

Traditional and ML models achieved an area under the 

could play a critical role to guide clinical decision-making 
and patient management as well as a screening tool to 
diagnose knee OA in the early stages.12 

Risk factors for knee OA13-15 are broadly categorized 
into five classes: demographics (e.g., age, gender, 
and education), anthropometric characteristics (BMI 
and waist circumference), medical history (e.g., knee 
pain, knee stiffness, and underlying diseases), blood 
biomarkers, and imaging markers.14-16 Recognition of 
risk factors for knee OA is accompanied by prognostic 
research to better predict the knee OA progression at the 
individual or population level to target preventions and/
or treatments to modify the disease course and improve 
outcomes. Therefore, clinical risk prediction models offer 
the opportunity to consider a wide range of confirmed 
and potential risk factors for knee OA and the interactions 
between these factors. 

Historically knee OA prediction models were developed 
using traditional logistic regression methods.17-32 More 
recently, prediction models using machine learning (ML) 
approaches have been introduced.33-42 Although there is 
no clear distinction between  ML methods and traditional 
statistical methods, it is generally believed that machine 
learning-based predictive models can handle big data 
and uncertainty in clinical and biological models.16,43 

We considered all regression models such as logistic 
regression and LASSO (Least Absolute Shrinkage and 
Selection Operator) regression as traditional statistical  
models and all models that used learning  algorithms 
such as artificial neural network (ANN), support vector 
machine (SVM), K nearest neighbors (KNN ) as machine 
learning-based predictive models.

Additionally, apart from statistical methodology, knee 
OA prediction models vary considerably concerning the 
type and definitions of risk factors included in model 
development, study population, data sources, and 
statistical modeling approaches. This variation in part 
hampers the generalizability and the implementation of 
many of these models in clinical practice. A systematic 
review of knee OA prediction models would improve 
understanding of the utility of the current models in 
clinical practice, clinical research, and the future research 
agenda.

This review aims to summarize the current prediction 
models for knee OA and identify strategies for future 
model development. Identifying opportunities for 
improvement in the design, conduct, analysis, validation, 
and reporting of prognostic research in knee OA is crucial 
to improve their utility in routine clinical practice and to 
ultimately help improve patient outcomes.

Materials and Methods
We searched Scopus, PubMed, and Google Scholar using 

the terms knee osteoarthritis, prediction model, deep 
learning, and ML after the year 2000. All the retrieved 
articles were reviewed by one of the  researchers. We 
only included articles that reported a prediction model 
for radiographic knee OA incidence or progression and 
presented them as journal  articles. We excluded articles 
that predicted other clinical outcomes (e.g., prediction 
of knee pain) or TKA. Included studies were divided 
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Table 1. Knee Osteoarthritis Predictors included in Traditional Regression (TR) Models
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Demographics

Age                

Sex               

Education  

Occupation 

Income 

Knee symptoms       

Physical activity    

History of knee injury and/or 
surgery        

Family history     

Anthropometric 
measures

Body mass index               

Waist circumference 

Medical history

Underlying diseases  

Concomitant joint- affected diseases  

Knee pain        

Knee stiffness   

Pharmacological treatment  

Blood biomarkers
Biomarkers1    

Genetic markers2  

Imaging markers
Radiography             

Magnetic Resonance Imaging  

Examples of some biomarkers: Urinary C-terminal cross-linked telopeptide of type II collagen (uCTX-II), cartilage oligomeric matrix protein (COMP), hyaluronan (HA), 
C-terminal crosslinked telopeptide of type I collagen (CTXI) and matrix metalloproteinase 3
Examples of genetic markers: Single nucleotide variants (SNPs), asporin (ASPN), growth differentiation factor 5 (GDF5), and double von Willebrand factor A domains (DVWA)

Table 2. Knee Osteoarthritis Predictors included in Machine Learning (ML) Models
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Demographics

Age        

Sex       

Education   

Occupation

Income  

Knee symptoms    

Physical activity     

History of knee injury and/or surgery  

Family history
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Table 2. Continued

Anthropometric 
measures

BMI       

Waist circumference   

Medical history

Underlying diseases   

Concomitant joint- affected dis-
eases 

Knee pain     

Knee stiffness   

Pharmacological treatment 

Blood 
biomarkers

Biomarkers1 

Genetic markers

Imaging markers
Radiography     

Magnetic Resonance Imaging    

Examples of biomarkers: fibulin 3-1, fibulin 3-2, fibulin 3-3, nitrated type II collagen denaturation (COLL2-1NO2), type I and type II collagen 
metabolites (C1M, C2M)

Table 3. Traditional Regression-based Prediction Models for Knee Osteoarthritis

Author Year Data source Sample 
size

Statistical 
Method Outcome definition Calibration Results

External 
Validation & 

Results
Limitations

Fer-
nandes(20) 2017

North Not-
tinghamshire 

UK
1822

Bayesian 
logistic 

regression

Incident knee pain:
Self-reported knee pain on

most days for at least 1 
month.

HLT p-value 
0.52

ROC 0.70, sensitivity 
94%, specificity 32%

OAI 
ROC 0.54, 
sensitivity 

73%, 
specificity 31%

Poor outcome definition prone 
to recall bias, poor perfor-

mance in external validation

Garriga(21) 2019
Chingford 

1000 Women 
study

649 logistic 
regression

Incident radiographic knee 
OA:

KL grade progression to >2

Good agree-
ment, no 
statistics

Radiographic model: 
AUC 0.797, 

Clinical model: AUC 
0.692

No

Women only, changes in life-
styles since study performed 

in 1980-90’s, no external 
validation

Joseph(22) 2018 OAI 641 logistic 
regression

Moderate to severe radio-
graphic or symptomatic 

knee OA:
worsening to KL grade 3–4. 

WOMAC pain score >5 or TKA

Not assessed

AUC
Model-1  0.67
Model-2  0.71
Model-3  0.72

No

Inclusion of at risk-rly knee OA 
subjects, only use of T2 com-
posite, potential interactions 

between knees were not consid-
ered, no external validation

Kerkhof(18) 2013 Rotterdam 
Study (RS-I) 929 logistic 

regression

Incident knee OA:
Progression from KL grade <2 

to grade≥2 at follow-up

HLT p-value
Model-1  0.19
Model-2  0.46
Model-3  0.79
Model-4  0.73
Model-5  0.90

AUC
Model-1  0.66
Model-2  0.66
Model-3  0.67
Model-4  0.79
Model-5  0.79

RS-II, Chingford 
Study
AUC

RS-II 0.86 
Chingford  0.76

History of knee injury and 
physical activity were not 

included

Kinds(32) 2012

Cohort Hip & 
Cohort Knee 

(CHECK) 
Study, NL

1002 logistic 
regression

Radiographic knee OA: KL 
grade 2 

Clinical knee OA: painful knee 
(highest 3 WOMAC quintile) 

Not assessed 

AUC
Clinical model  0.64

Clinical&+radiographic 
features  0.74

KL-grade (0 and 1)  0.70

No

Inclusion of at risk- knee OA 
subjects, WOMAC outcomes 

were measured on participant 
level,

no external validation

Kraus(23) 2017 OAI 600 logistic 
regression

Clinically relevant knee OA 
(both radiographic and pain 

progression)
Not assessed AUC

0.586 No
biomarkers level is influenced 

by all joints, no external 
validation

Table 3. Continued

Lands-
meer(59) 2018 PROOF 407 logistic 

regression

FKP (pain in/ around 1 or 
both knees on most days in 

the past month) Symptomatic 
knee OA(FKP and a definite 

tibiofemoral osteophyte
in the same knee)

HLT p-value
Basic model  

0.92
Backward model  

0.93

AUC
Basic model  0.63

Backward model  0.71

Rotterdam 
Study

AUC 0.71

High number lost to follow-up, 
knee pain developed between 

set points 2.5 and 6.5 years 
were not detectable

LaVelly(24) 2017 OAI 553 logistic 
regression

Structural knee OA progression:
Loss of medial joint space 

within a single knee from each
participant on the radiograph 

between the 36- and 48-
month examinations

Intercept /  
Slope

Base model  
-0.99 /  0.47
BMD model 
-0.63 / 0.63

AUC
Base model  0.65
BMD model 0.73

No
Inclusion of at risk- knee 
OA subjects, no external 

validation

Magnus-
son(28) 2018

Swedish Con-
scription
Registry

40118 logistic 
regression

Incident knee OA:
first record of an OA diagnosis 
in inpatient or specialist care

Calibration plot  
but no statistics 

AUC

0.60
No

OA diagnosed by specialist in-
cluded might be more severe, or-
ganization of the Swedish health 
care system may influenced the 
findings, only male studied, no 

external validation

Oude-
naarde(26) 2017

Cohort Hip & 
Cohort Knee 

(CHECK) 
Study, NL

148 logistic 
regression

Incident knee OA:
KL grade ⩾ 2 or TKA HLT p-value

0.645

AUC  0.722
Optimism corrected 

AUC  0.685
Sensitivity  66%
Specifity  67%

No

Small sample, inclusion of 
subjects with OA, fair to moder-
ate intra-observer reliability for 

MRI features cartilage defect 
and bone marrow lesions, no 

external validation

Riddle(19) 2016 MOST 1690 logistic 
regression

Knee OA with rapid progres-
sion: radiographic worsening 
from KL grade 0-1 at baseline 

to grade 3-4

HLT p-value
Model-1  0.401
Model-2  0.881

AUC
Model-1  0.78
Model-2  0.78

OAI
AUC

Model-1  0.76
Model-2  0.77

different follow up time between 
MOST and OAI, relative small 

number of OA progression, KL 
3 and 4 is structural in nature 
and does not account for knee 

symptom

Schett(30) 2009 Bruneck Co-
hort Study 912 logistic 

regression Severe knee OA as defined by 
TKA surgery

HLT p-value
Age/sex/BMI  

0.055
Soluble VCAM-1 

added  0.365

ROC
Age/sex/BMI  0.694

Soluble VCAM-1 added  
0.734

No No radiographic markers, no 
external validation

Taka-
hashi(31) 2010 Japanese 

population 2158 logistic 
regression

Knee OA: Clinical symptoms 
and radiological findings (JSN, 

osteophytes) Not assessed 

AUC
Model-1  0.554
Model-2 0.685
Model-3  0.678

No
Nonrepresentative sample, 

only three genes studied, no 
external validation

Halilaj(35) 2018 OAI 1243 LASSO 
regression

Knee OA progression:
Joint space width and WOMAC 

score Not assessed 

AUC
Radiographic progres-

sion  0.86
Pain progression  0.95

No

Lack of high quality data from 
baseline visit, LASSO model 
estimates are not interpre-

table individually, no external 
validation

Woloszyn-
ski(27) 2012 Lund Univer-

sity Hospital 105 logistic 
regression

Knee OA progression:
Radiographic medial compart-

ment JSN grade
Not assessed 

AUC
Medial Trabecular bone 

texture:
Model-1 0.74
Model-2 0.77

Lateral Trabecular bone 
texture:

Model-1  0.68
Model-2  0.7

No

use of 2 different radiographic 
protocol, all cases had prior 
meniscectomy, small size of 

cases for lateral compartment, 
medial JSN used for OA predic-
tion, radiographs of cases lost 
to follow up did not examine, 

the texture parameters do 
not provide information 

about bone texture changes at 
individual scales, no external 

validation

Zhang(14) 2011
North Not-

tinghamshire
UK

424 logistic 
regression

Knee OA:
KL grade ≥2 in any

compartment of any knee

HLT p-value
Model-1  2.29
Model-2 11.76
Model-3  12.01

ROC
Model-1  0.69
Model-2 0.70
Model-3  0.71

ROC OAI
Model-1  0.60
Model-2 0.60
Model-3  0.52

ROC GOAL
Model-1  0.74
Model-2 0.79
Model-3  NA

Small sample size, only con-
ventional risk factors included

Abbreviations: OAI (Osteoarthritis Initiative), ROC (Receiver Operating Characteristic), AUC (Area under the ROC curve), PROOF (Prevention of Knee Osteoarthritis in Overweight Females), OAPol 
(Osteoarthritis Policy), MOST (Multicenter Osteoarthritis Study), ACC (Accuracy), GOAL (Genetics of Osteoarthritis and Lifestyle), LASSO (Least Absolute Shrinkage and Selection Operator), HLT(Hosmer 
and Lemeshow test), CHECK (Cohort Hip & Cohort Knee), BMD (Bone Mineral Density), VCAM-1(Vascular Cell Adhesion Molecule-1), RS-II(Rotterdam Study- II), JSN(Joint Space Narrowing, FKP (Frequent 
Knee Pain),TKA(Total Knee Arthroplasty), KL (Kellgren and Lawrence)
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Table 3. Continued

Lands-
meer(59) 2018 PROOF 407 logistic 

regression

FKP (pain in/ around 1 or 
both knees on most days in 

the past month) Symptomatic 
knee OA(FKP and a definite 

tibiofemoral osteophyte
in the same knee)

HLT p-value
Basic model  

0.92
Backward model  

0.93

AUC
Basic model  0.63

Backward model  0.71

Rotterdam 
Study

AUC 0.71

High number lost to follow-up, 
knee pain developed between 

set points 2.5 and 6.5 years 
were not detectable

LaVelly(24) 2017 OAI 553 logistic 
regression

Structural knee OA progression:
Loss of medial joint space 

within a single knee from each
participant on the radiograph 

between the 36- and 48-
month examinations

Intercept /  
Slope

Base model  
-0.99 /  0.47
BMD model 
-0.63 / 0.63

AUC
Base model  0.65
BMD model 0.73

No
Inclusion of at risk- knee 
OA subjects, no external 

validation

Magnus-
son(28) 2018

Swedish Con-
scription
Registry

40118 logistic 
regression

Incident knee OA:
first record of an OA diagnosis 
in inpatient or specialist care

Calibration plot  
but no statistics 

AUC

0.60
No

OA diagnosed by specialist in-
cluded might be more severe, or-
ganization of the Swedish health 
care system may influenced the 
findings, only male studied, no 

external validation

Oude-
naarde(26) 2017

Cohort Hip & 
Cohort Knee 

(CHECK) 
Study, NL

148 logistic 
regression

Incident knee OA:
KL grade ⩾ 2 or TKA HLT p-value

0.645

AUC  0.722
Optimism corrected 

AUC  0.685
Sensitivity  66%
Specifity  67%

No

Small sample, inclusion of 
subjects with OA, fair to moder-
ate intra-observer reliability for 

MRI features cartilage defect 
and bone marrow lesions, no 

external validation

Riddle(19) 2016 MOST 1690 logistic 
regression

Knee OA with rapid progres-
sion: radiographic worsening 
from KL grade 0-1 at baseline 

to grade 3-4

HLT p-value
Model-1  0.401
Model-2  0.881

AUC
Model-1  0.78
Model-2  0.78

OAI
AUC

Model-1  0.76
Model-2  0.77

different follow up time between 
MOST and OAI, relative small 

number of OA progression, KL 
3 and 4 is structural in nature 
and does not account for knee 

symptom

Schett(30) 2009 Bruneck Co-
hort Study 912 logistic 

regression Severe knee OA as defined by 
TKA surgery

HLT p-value
Age/sex/BMI  

0.055
Soluble VCAM-1 

added  0.365

ROC
Age/sex/BMI  0.694

Soluble VCAM-1 added  
0.734

No No radiographic markers, no 
external validation

Taka-
hashi(31) 2010 Japanese 

population 2158 logistic 
regression

Knee OA: Clinical symptoms 
and radiological findings (JSN, 

osteophytes) Not assessed 

AUC
Model-1  0.554
Model-2 0.685
Model-3  0.678

No
Nonrepresentative sample, 

only three genes studied, no 
external validation

Halilaj(35) 2018 OAI 1243 LASSO 
regression

Knee OA progression:
Joint space width and WOMAC 

score Not assessed 

AUC
Radiographic progres-

sion  0.86
Pain progression  0.95

No

Lack of high quality data from 
baseline visit, LASSO model 
estimates are not interpre-

table individually, no external 
validation

Woloszyn-
ski(27) 2012 Lund Univer-

sity Hospital 105 logistic 
regression

Knee OA progression:
Radiographic medial compart-

ment JSN grade
Not assessed 

AUC
Medial Trabecular bone 

texture:
Model-1 0.74
Model-2 0.77

Lateral Trabecular bone 
texture:

Model-1  0.68
Model-2  0.7

No

use of 2 different radiographic 
protocol, all cases had prior 
meniscectomy, small size of 

cases for lateral compartment, 
medial JSN used for OA predic-
tion, radiographs of cases lost 
to follow up did not examine, 

the texture parameters do 
not provide information 

about bone texture changes at 
individual scales, no external 

validation

Zhang(14) 2011
North Not-

tinghamshire
UK

424 logistic 
regression

Knee OA:
KL grade ≥2 in any

compartment of any knee

HLT p-value
Model-1  2.29
Model-2 11.76
Model-3  12.01

ROC
Model-1  0.69
Model-2 0.70
Model-3  0.71

ROC OAI
Model-1  0.60
Model-2 0.60
Model-3  0.52

ROC GOAL
Model-1  0.74
Model-2 0.79
Model-3  NA

Small sample size, only con-
ventional risk factors included

Abbreviations: OAI (Osteoarthritis Initiative), ROC (Receiver Operating Characteristic), AUC (Area under the ROC curve), PROOF (Prevention of Knee Osteoarthritis in Overweight Females), OAPol 
(Osteoarthritis Policy), MOST (Multicenter Osteoarthritis Study), ACC (Accuracy), GOAL (Genetics of Osteoarthritis and Lifestyle), LASSO (Least Absolute Shrinkage and Selection Operator), HLT(Hosmer 
and Lemeshow test), CHECK (Cohort Hip & Cohort Knee), BMD (Bone Mineral Density), VCAM-1(Vascular Cell Adhesion Molecule-1), RS-II(Rotterdam Study- II), JSN(Joint Space Narrowing, FKP (Frequent 
Knee Pain),TKA(Total Knee Arthroplasty), KL (Kellgren and Lawrence)
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Table 4. Machine Learning (ML) Prediction Models for Knee Osteoarthritis

Author Year Data 
source

Sample 
size

Feature engineering/ 
data representation

Learning 
Algorithm

Outcome 
definition

Calibra-
tion Results External 

Validation Limitations

Yoo
(33) 2016 KNHANES 

V-1 2665 Logistic regression
ANN (architec-
ture unspeci-

fied)

Knee OA:
Radiographic OA 
with KL grade > 2 

and symptomatic OA 
(knee pain)

-

AUC Scoring system:
Radiographic knee OA  0.73
Symptomatic knee OA  0.88

ANN: Radiographic knee 
OA  0.0.81

Symptomatic knee OA  0.94

OAI
AUC 0.6-0.7

Cross-sectional study, recall 
bias, did not consider patel-

lofemoral OA, included 
knee pain

Ashinsky
(41) 2017 OAI 68 _ WN(D-CHRM)

Symptomatic knee 
OA:

defined by WOMAC 
score

-
ACC 75%

Sensitivity 74%, Specificity 
76%

No

Small sample size, long 
processing time, only central 

slice included, registration 
method was dependent on 

the target image

Du
(34) 2018 OAI 100 PCA

4 methods: ANN 
(architecture un-
specified), SVM, 
Random forest, 

Naïve Bayes

Knee OA progression:
KL grade, medial and 

lateral joint space 
narrowing

-

ROC
ANN  0.761
AVM  0.651

Random forest  0.677
Naïve Bayes 0.724

No Small sample size, no exter-
nal validation

Lazzarini
(40) 2017 PROOF 407

Ranked Guided Itera-
tive Feature Elimina-

tion, PCA
Random Forest

Early knee OA:
incidentt knee pain, 
lateral JSN ≥ 1.0 mm, 
medial JSN ≥ 1.0 mm, 

incidence of KL ≥ 2

- AUC 0.823 No
Study population limited 
to only obese women, no 

external validation

Lim
(36) 2019 KNHANES 5749 PCA feed-forward 

neural networks

Early knee OA:
If answer to “Have you 
ever been diagnosed
with OA by a doctor”, 

was yes

- AUC 0.768 No

Self-report for OA diagnosis, 
absence of progressive data, 
most input data were binary, 
excluded OA patients receiv-

ing treatment, no external 
validation

Long
(42) 2017 _ 176 _ KNN KOOS -

AUC
Self-reported outcome  0.82
Biomechanical parameters  

0.92
All together  1.00

No
Cross-sectional study, small 

sample size, no external 
validation

Sheng
(37) 2019

Kongjiang 
com-

munity, 
China

157 _ BN Knee OA: self-
reported -

AUC 0.78, ACC 76%
Sensitivity  73%, Specificity 

78%
No

Small, non-representative 
sample, cross-sectional,  

knee OA self-reported, no 
external validation

Tiulpin 
(38) 2017 OAI, 

MOST
2711, 
2129 CNN LR and GBM

Knee OA progression:
Any increase of in KL 

grade
-

AUC
LR  0.75

GBM  0.76
No

Only standardized radio-
graphs acquired with frame 
positioning used, imputation 
in test set of LR model evalu-
ation, total WOMAC used for 

scoring,
no external validation

Zhong
(39) 2016 OAI 182 _ KNN

Symptomatic knee OA 
progression:

change in total WOMAC 
score > 10 by 3 year 

follow up

-
ACC 84%

Sensitivity  77%
Specificity 90%

No Small sample size, no exter-
nal validation

Watt
(29) 2008 OAI 4796 _ BN Knee pain - ACC 89% No

No definition for scoring 
for knee pain, no external 

validation

Abbreviations: KNHANES (Korea National Health and Nutrition Examination Survey), OAI(Osteoarthritis Initiative), ANN (Artificial Neural Networks), WN(D-CHRM) (Weighted Neighbor Distance using 
Compound Hierarchy of Algorithms Representing Morphology), AUC (Area under the ROC curve), PCA (Principal Component Analysis), SVM (Support Vector Machine), PROOF (Prevention of Knee Osteoar-
thritis in Overweight Females), DNN (Deep Neural Network), KNN (K Nearest Neighbors), BN (Bayesian Network), MOST (Multicenter Osteoarthritis Study), LR (Logistic Regression), GBM (Gradient Boost-
ing Machine), ACC (Accuracy), WOMAC (Western Ontario and McMaster Universities Arthritis Index)l

curve (AUC) between 0.6 – 0.9 and 0.7 – 1, respectively. 
Although 6 of the 16 traditional models validated their 
results in an external data set, only one ML model was 
validated in an external dataset. Traditional models that 
were externally validated achieved AUC between 0.6 and 

0.8. The AUC for the ML model that was validated in an 
external dataset33 was 0.6-0.7. None of the ML models 
reported on calibration and 11 traditional models 
reported on the calibration of the logistic regression 
models.
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Discussion
In this review paper, we provide a qualitative overview of 

current knee OA prediction models using both traditional 
regression and ML methods. While these models 
incorporate several risk factors for outcome prediction, 
there are noticeable differences in the inclusion of 
several well-established risk factors. Although BMI and 
radiographic data were widely used in these models, 
some of the well-known risk factors for developing 
knee OA were only used in one-third of traditional and 
ML models. The use of questionnaires to collect medical 
history data and relying on patients’ reports on some 
critical risk factors such as knee alignment (varus or 
valgus) or history of the previous injury were some of the 
important inherent biases of most models. 

Recently, deep learning – as a subfield of  ML that 
structures algorithms in layers to create ANN that can 
learn and make intelligent decisions on its own - has 
dramatically improved state-of-art in several fields 
and attracted enormous attention in solving complex 
problems in healthcare due to its representation power 
along and automated feature learning.45,46 One notable 
aspect of knee OA prediction models was the inclusion 
of MRI-based measures. Half of the ML models used MRI 
findings to predict the incidence and progression of knee 
OA. This is surprising since knee MRI is generally not used 
for knee OA diagnosis in routine clinical practice. Clinical 
examination combined with radiography is the current 
standard of practice for knee OA diagnosis, as shown by 
a systematic review of relevant studies.47 Although knee 
MRI provides valuable information about the extent of 
bone and soft tissue disease in the early stages of knee 
OA, its use is limited to the research setting and it often 
reveals abnormal findings of unclear significance in 
asymptomatic patients.48 Additionally, because MRI is 
not used in routine clinical practice for the evaluation 
of knee OA, it is almost impossible to perform external 
validation and implementation of the MRI-based models 
in the clinic.

As outlined in TRIPOD statement,44 some form of 
external validation is essential to quantify the predictive 
performance of prediction models. In other words, a 
prediction model needs to have acceptable performance in 
an external dataset. Notably, prediction models are prone 
to overfitting.  Namely, the model closely fits in a particular 
dataset, but it fails to predict future observations reliably 
in an external dataset. Furthermore, our review indicates 
that half of the ML and 25% of traditional models used 
data from the same OAI cohort. However, the OAI cohort 
includes individuals with either established knee OA or 
significant risk factors for the development of knee OA, to 
facilitate the identification of risk factors for progression 
from early knee OA to TKA.49 Hence, the OAI cohort is 
not necessarily representative of the general population, 
and the prevalence of knee OA risk factors in the OAI 
population is higher than in community-based cohorts 
as shown by Fernandes et al.20  Conversely, a model that 
performs well in a community-based population may not 
perform well in individuals at high risk of knee OA. This 
type of class imbalance can lead to erroneous predictions 
that are heavily biased toward the majority class.

An important methodological consideration to obtain 
robust predictive performance of prediction models is 
the sample size in relation to the number of predictors 
included in the model.44 The size and quality of the 
dataset and the quality of image data have a significant 
impact, particularly the robustness of machine learning-
based approaches. Both traditional and ML models had 
a median sample size of less than one thousand and this 
increases the risk of over-fitting. Small sample  sizes and 
heterogeneous features due to the nature of available 
training datasets are some of the reasons that limited 
the use of deep learning models in knee OA prediction 
models. Furthermore, none of the ML models assessed 
calibration performance,  especially the accuracy of 
risk estimates based on the agreement between the 
estimated and observed number of events. This is a major 
limitation since poorly calibrated models have limited 
clinical utility due to under or overestimation of the risk 
or progression of OA.50 Unfortunately, few investigators 
have access to large and rich datasets to create and 
validate OA prediction models. 

Development of knee OA prediction models historically 
applied traditional statistical methods. Almost all the 
traditional models used logistic regression except only 
one model which used Lasso regression which is a 
penalized method and allows consideration of many 
predictors with a small dataset. Logistic regression is a 
conventional statistical technique that is used to examine 
the relationship between a binary outcome (dependent) 
variable and predictor (explanatory or independent) 
variables.51  Although  the logistic regression model 
can recognize important predictors and relative rank 
more easily, it may fail to detect complex, nonlinear 
relationships, and interactions between predictor 
variables and knee OA outcomes. Logistic regression 
models generally include statistically significant variables 
(P < 0.05); however, in the setting of a very large number 
of variables, predictors with small effects on the outcome 
can also become significant.52 Bayesian network (BN) is a 
graphical model that predicts a probabilistic relationship 
between variables. Yet, developing a BN is highly 
demanding and it has potential limitations in learning 
high-dimensional data. KNN algorithm is a simple, easy-
to-implement, and nonparametric algorithm, but it is not 
suitable for imbalanced datasets and a high number of 
predictors. ANN is a complex, high-performance black 
box approach that can incorporate nonlinearity. Yet, 
ANN is prone to over-fitting (i.e., the model corresponds 
too closely to a particular set of data, and fails to fit new 
data) and the black-box nature of the algorithm limits 
face validity and acceptance by clinicians. Therefore, 
the choice of statistical methodology in predictive 
modeling should be carefully considered. Furthermore, 
emerging evidence suggests that ML algorithms may not 
outperform traditional regression approaches, especially 
in low-dimensional settings.53 

A growing amount of heterogeneous risk factor data in 
knee OA research including biomedical, biomechanical, 
and clinical data along with the complex nature of risk 
factors creates challenges in the development and 
validation of ML approaches. Development of a robust 
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